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To understand how memories are successfully formed, scientists have compared neural activity during the
encoding of subsequently remembered and forgotten items. Though this approach has elucidated a network of
brain regions involved in memory encoding, this method cannot distinguish broad, non-specific signals from
memory specific encoding processes, such as associative encoding. Associative encoding, which is a key mecha-
nismof learning, can be seen in the tendency of participants to successively recall, or cluster, study neighbors.We
assessed the electrophysiological correlates of associative processing by comparing intracranially recorded EEG
activity during the encoding of items that were subsequently recalled and clustered; recalled and not clustered;
or not recalled. We found that high frequency activity (HFA) in left prefrontal cortex, left temporal cortex and
hippocampus increased during the encoding of subsequently recalled items. Critically, the magnitude of this ef-
fectwas largest for those recalled items thatwere also subsequently clustered. HFA temporally dissociated across
regions, with increases in left prefrontal cortex preceding those in hippocampus. Furthermore, late hippocampal
HFA positively correlatedwith behavioralmeasures of clustering. These results suggest that associative processes
linking items to their spatiotemporal context underlie the traditionally observed subsequent memory effect and
support successful memory formation.

© 2015 Elsevier Inc. All rights reserved.
Introduction

To investigate the neural mechanisms of successful memory forma-
tion, scientists compare brain activity measured during the encoding of
subsequently remembered and subsequently forgotten items. Neuro-
imaging studies investigating these subsequent memory effects
(SMEs) have revealed that increased activation in a network of tempo-
ral and prefrontal cortical regions predict subsequentmemory (Wagner
et al., 1998; Paller and Wagner, 2002; Kim, 2011; Burke et al., 2014).
However, these changes in activation might be due to any number of
processes, including increased attention, use of elaborative strategies,
or the formation of item-to-context associations. Forgetting an item
could be caused by failures of any of these processes. Therefore, to es-
tablish whether the SME is driven by memory-specific processes or a
mnemonic attentional signal, it is necessary to use a more fine-
grained contrast comparing items that vary in how they are remem-
bered, not whether they are remembered.

In a free recall task, items that are effectively encoded in relation to
their context exhibit strong temporal clustering, being recalled in
close proximity to their study-list neighbors (Kahana, 1996). By com-
paring brain activity during the encoding of items that are subsequently
clustered with those that are not clustered (defined here as the
a).
subsequent clustering effect, SCE), we can isolate the neural correlates
of effective item-to-context associative memory encoding. To identify
the memory-specific neural mechanisms supporting memory forma-
tion, we compared the SCE and SME. We hypothesized two potential
outcomes. First, the SCE may be a component of the SME. Activation in
the SME might be driven by items that are subsequently clustered, a
prediction supported by behavioral evidence showing that increased
clustering correlates with high recall success (Sederberg et al., 2010).
Alternatively, the SCE and SME may be independent and while cluster-
ingmay correlatewith probability of recall, bothmay bemoderated by a
third unknown variable (Brown et al., 1991). In this case, the SMEmight
instead be driven by attentional mechanisms. Elevated attention across
a subset of items could enhance recall for those items, but, as clustering
arises predominantly from cue dependent retrieval processes
(Schwartz et al., 2005; Howard et al., 2008), enhanced attention
would be unlikely to give rise to the substantial clustering effects that
are typically observed.

We analyzed intracranial electroencephalographic (iEEG) data from
neurosurgical patients participating in a free recall task. The recorded
iEEG signals simultaneously sample local field potentials throughout
the brain, and can be analyzed in terms of specific time-varying oscilla-
tory or spectral components of neural activity. Using brain regions se-
lected a priori based on previous subsequent memory studies, we
measured the spectral signals during encoding of words that were
later clustered; later recalled and not clustered; or later forgotten.
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To foreshadow our results, we found that high frequency activity
(HFA, 44–100 Hz) in the memory network tracked effective contextual
encodingwith greater HFA for subsequently clustered compared to sub-
sequently recalled non-clustered items. Furthermore, we found that the
timing of this effect dissociated across regions: left prefrontal cortex
clustering related increases in HFA preceded those in hippocampus
and late hippocampal HFAwas correlatedwith the behavioral tendency
to cluster responses.

Materials and methods

Participants

136 participants (58 female; age range: 8–57, mean = 33) with
medication-resistant epilepsy underwent a surgical procedure in
which electrodes were implanted subdurally on the cortical surface
and deep within the brain parenchyma. In each case, the clinical team
determined electrode placement so as to best localize epileptogenic re-
gions. Datawere collected as part of a long-termmulticenter study; data
were collected at Boston Children's Hospital, Hospital of the University
of Pennsylvania, Freiburg University Hospital, and Thomas Jefferson
University Hospital. The institutional review board at each hospital
approved the research protocol. We obtained informed consent from
the participants or their guardians. Participants were left-hemispheric
language dominant as assessed by either the participants' handedness
or a clinically administered intracarotid injection of sodiumamobarbital
(Wada test). Clinical need determined the electrode placements and the
total number of participants contributing to each region of interest
ranged from 60 (left inferior frontal gyrus) to 86 (left inferior temporal
cortex). Although portions of this dataset were previously reported
(Burke et al., 2014; Long et al., 2014), all of the analyses and results
described here are novel. The raw, de-identified data as well as the
associated codes used in this study can be accessed at the Cognitive
Electrophysiology Data Portal (http://memory.psych.upenn.edu/
Electrophysiological_Data).

Intracranial recordings

iEEG data were recorded using a Bio-Logic, DeltaMed, Nicolet,
GrassTelefactor, or Nihon Kohden EEG system. Depending on the ampli-
fier and the discretion of the clinical team, the signals were sampled at
256, 400, 500, 512, 1000, 1024, or 2000 Hz. Signals were referenced to
a common contact placed either intracranially or on the scalp ormastoid
process. Contact localization was accomplished by co-registering the
post-op CTs with the MRIs using FSL Brain Extraction Tool (BET) and
FLIRT software packages. Contact locations were then mapped to both
MNI and Talairach space using an indirect stereotactic technique.
Depth electrodes weremanually localized by a neuroradiologist experi-
enced in neuroanatomical localization utilizing post-operativeMRIs and
CT images in order to accurately identify all depth contacts located
within the hippocampus. For each participant and electrode, the raw
EEG signal was downsampled to 200 Hz and a fourth order 2 Hz
stopband butterworth notch filter was applied at 50 or 60 Hz to elimi-
nate electrical line noise.

Free recall task

Participants studied lists of 15 or 20 high-frequency nouns for a de-
layed free recall task (Fig. 1A). The computer displayed each word for
1600 ms, followed by an 800 to 1200 ms blank interstimulus interval.
Immediately following the final word in each list, participants were
given a series of arithmetic problems of the form A + B + C = ??,
where A, B and C were randomly chosen integers ranging from 1–9.
This distractor interval lasted at least 20 s, but participantswere allowed
to complete any problem that they started resulting in an average reten-
tion interval of 25 s. After the distractor, participants had 45 s to freely
recall asmanywords as possible from the list in any order. Vocalizations
were digitally recorded and later manually scored for analysis. On
average, participants participated in two sessions.
Data analyses and spectral power

Two concerns when analyzing bivariate interactions between
closely spaced intracranial contacts are volume conduction and con-
founding interactions with the reference line. We used bipolar
referencing to eliminate such confounds when analyzing the neural
signal (Nunez and Srinivasan, 2006). We found the difference in
voltage between pairs of immediately adjacent electrodes (Burke
et al., 2013). The resulting bipolar signals were treated as new virtu-
al electrodes and are referred to as such throughout the text. Analog
pulses synchronized the electrophysiological recordings with be-
havioral events.

We applied the Morlet wavelet transform (wave number 6) to all
bipolar electrode EEG signals from 300 ms preceding to 1600 ms
following word presentation, across 46 logarithmically spaces frequen-
cies (2–100 Hz). We included a 1000 ms buffer on both sides of the
data to minimize edge effects. After log transforming the power, we
downsampled the data by taking a moving average across 100 ms time
windows and sliding thewindow every 50ms, resulting in 31 time inter-
vals (16 non-overlapping) from−300 ms to 1600ms surrounding stim-
ulus presentation. Power values were then Z-transformed within session
by subtracting the mean and dividing by the standard deviation power.
Mean and standard deviation power were calculated across all encoding
events and time points in a session for each frequency. We split the
Z-transformed power into six distinct frequency bands (θL, 3–4 Hz; θH,
6–8 Hz; α, 10–14 Hz; β, 16–26 Hz; γL, 28–42 Hz; γH, 44–100 Hz;
Sederberg et al., 2006), by taking the mean of the Z-transformed power
in each frequencyband.We included two theta bands as there is evidence
for distinct slow and fast theta bands (Lega et al., 2011).

Our conditions of interest were subsequently recalled clustered
items, study items recalled either preceding or following the recall
of a study neighbor (absolute lag between serial position of items
was 1), subsequent recalled non-clustered items, study items
recalled preceding and following the recall of a non-neighboring
study item (absolute lag between serial position of items was 2 or
greater), and subsequently not recalled items. Across participants
there were on average 44 clustered items, 56 non-clustered items,
and 358 not recalled items. A participant had to have a minimum of
5 items per condition to be included in the analysis, 126 participants
met this criterion.

Our two contrasts were between subsequently recalled and forgot-
ten items and between subsequently clustered and non-clustered
items. For each contrast of interest and for each participant, electrode
and frequency band, we calculated Z-transformed power in each of
two conditions. We averaged Z-power values across electrodes within
a region of interest (ROI) as we were interested in effects consistent
across an ROI and not regional differences within an ROI. Therefore,
each participant contributed a single Z-power value for each of two con-
ditions for each ROI. Conditions were compared across participants
within an ROI and frequency using a paired t-test.
Region of interest selection and analysis

The three ROIs were derived from several recent large scale studies
suggesting that these are core regions in the memory network (Kim,
2011; Burke et al., 2014; Long et al., 2014). We defined ROIs using
Brodmann area or neuroradiological localization and included left
inferior frontal gyrus (LIFG, BA 45/47, N = 60), left inferior temporal
lobe (LIT, BA 20/21, N = 86) and hippocampus (N= 64). Each partici-
pant had at least two electrode pairs in a given ROI.
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A. Methods

Fig. 1. Methods and behavioral results. (A) Methods. During the encoding period, participants viewed words presented for 1600 ms and separated by a variable interstimulus interval.
Following the last itemon the list, participants performed amath distractor task, after which they recalled the study items in any order. Encoding itemswere divided into three conditions
based on how theywere recalled: temporally clustered (C, black) or recalled preceding or following a study neighbor, e.g. tree and lime; not clustered (NC, dark grey) or recalled preceding
and following non-neighboring study items; or not recalled (NR, light grey). (B)Conditional response probability as a function of lag (the difference in serial position of two studied items).
The figure shows the likelihood of making a transition from item i to item i+/− lag. Participants are more likely to transition to nearby (small absolute lag) items than to distant (large
absolute lag) items. Error bars are standard errors of the mean. (C) Recall probability, the overall proportion of items recalled, is positively correlated with temporal difference score, the
difference in likelihood of making nearby (+/− 1 lag) relative to distant (+/− 3 to 5 lag) transitions (each point is a participant).
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Peak time analysis

Using previous methods (Burke et al., 2014), we analyzed the tem-
poral specificity of the subsequent clustering effect. Within each ROI
and each participant, we found the time point of the maximum (peak)
difference in Z-power between subsequently clustered and non-
clustered items. As the resulting distributions of peak times were not
normally distributed (see Results), we compared peak times across
ROIs using a non-parametric Wilcoxon rank sum test.
Results

Before examining the spectral components of the subsequent
memory and clustering effects, we report the basic behavioral data.
Participants recalled on average 23% of studied items (SD = 10%).
Participants were more likely to make recall transitions between
neighboring study items than between non-neighboring study items
(Fig. 1B), replicating the lag contiguity effect (Kahana, 1996).We quan-
tified this tendency to cluster with a temporal difference score: the prob-
ability of making a transition of absolute lag of 1 minus the average
probability of making a transition of absolute lag of 3 through 5
(Kahana, 1996). The average temporal difference score .13 was signifi-
cantly greater than zero (t(135)= 14.0, p b .01) andwas positively cor-
related with probability of recall (r = .19, p = .03, Fig. 1C), replicating
previous findings (Sederberg et al., 2010). These results show that
iEEG patients, like healthy controls, cluster their recalls and that the
tendency to cluster is positively related to overall performance.

We characterized the spectral components of the subsequent mem-
ory and clustering effects by comparing Z-power across items subse-
quently recalled and forgotten (SME) or items subsequently clustered
and not clustered (SCE). Clustered itemswere recalled either preceding
or following the recall of a study neighbor. Non-clustered items were
recalled preceding and following the recall of a non-neighboring study
item.We ran a paired t-test comparing Z-power across the encoding in-
terval (0–1600 ms) in six frequency bands (θL, 3–4 Hz; θH, 6–8 Hz; α,
10–14 Hz; β, 16–26 Hz; γL, 28–42 Hz; γH,44–100 Hz) for each contrast.

The subsequent memory analysis revealed high frequency activity
(HFA, 44–100 Hz) increases and low frequency activity decreases in
left inferior frontal gyrus (LIFG), left inferior temporal lobe (LIT), and
hippocampus (ts N 2.0, ps b .05; Fig. 2A), replicating previous results
(Burke et al., 2014; Long et al., 2014). The subsequent clustering analysis
revealed HFA increases in LIFG (t(54)= 2.0, p= .053), LIT (t(79)= 2.2,
p = .03), and hippocampus (t(60) = 2.3, p = .02; Fig. 2B).

We have shown that subsequent clustering is characterized by HFA
increases in the SME network. To test whether these signals reflect the
formation of an item-to-context association, we compared HFA across
the pre- and post-stimulus intervals. Amemory specific signal reflecting
the formation of a bound item-to-context representation should be re-
stricted to the post-stimulus interval, as such an association cannot be
formed before an item is presented. Therefore, we tested the post-
stimulus specificity of the SCE in our ROIs. Using a paired t-test, we com-
pared pre-stimulus (−300 to 0 ms) to post-stimulus (0 to 1600 ms)
HFA differences between subsequently clustered and non-clustered
items. Pre- and post-stimulus intervals did not differ in LIFG (t(54) =
.68, p= .50) or LIT (t(79) = .38, p= .70), but the SCE was significantly
greater in the post- than pre-stimulus interval in hippocampus
(t(60) = 3.1, p b .01).

We have identified an SCE characterized by HFA increases across our
three ROIs. Fig. 3 illustrates the time course of that effect in each region.
Because LIFG has been hypothesized to play a critical role in retrieval
and selection processes (Thompson-Schill et al., 1997, 2005; Gold
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Fig. 2. Subsequent memory and clustering effects. The figure shows average across participant Z-power difference for six frequency bands (θL, 3–4 Hz; θH, 6–8 Hz; α, 10–14 Hz; β,
16–26 Hz; γL, 28–42 Hz; γH, 44–100 Hz) and three regions of interest (ROI; left inferior frontal gyrus, LIFG; left inferior temporal lobe, LIT; and hippocampus). Z-power values were
generated by comparing the frequency band-specific spectral power of two conditions and averaging those difference values across electrodeswithin an ROI. Error bars are standard errors
of the mean. Asterisks denote power differences that significantly differed (p b .05) from zero. (A) Subsequent memory effect, comparison of subsequently remembered and forgotten
items. (B) Subsequent clustering effect, comparison of subsequently clustered and non-clustered items, where items recalled preceding or following a study neighbor (+/− 1 lag) are
considered clustered and all others are not clustered.
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et al., 2006; Badre andWagner, 2007; Blumenfeld andRanganath, 2007)
and because these processes, which may update context (Polyn and
Kahana, 2008), have to unfold prior to hippocampally-mediated item-
to-context binding in order to support subsequent clustering, we hy-
pothesized that clustering-related activity in LIFG should precede
activity in hippocampus. To test this hypothesis, for each participant
and ROI we identified the time interval during which the SCE wasmax-
imal (see Methods). We observed that the median peak interval in hip-
pocampus (900–1000 ms) was reliably later than the median peak
interval in LIFG (600–700 ms; non-parametric Wilcoxon rank sum test
(z=−2.27, p= .02). There was no reliable difference in peak time be-
tween hippocampus and LIT (median peak time in LIT, 500–600 ms;
z = 1.65, p = .10) or between LIFG and LIT (z = − .66, p = .51).
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Fig. 3. Clustering effects across time. Thefigure shows average high gammaZ-power across th
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errors of the mean. Below each time course is a box-and-whisker plot showing the interquartil
which theHFA difference between subsequently clustered and subsequently non-clustered item
the median peak time interval. For LIT, the median and mode peak time intervals were the sam
We have shown that the peak LIFG SCE precedes the peak hippo-
campal SCE, supporting the hypothesis that hippocampus drives
item-to-context binding. If hippocampal HFA is indicative of such a
process, then the amount of late HFA in the hippocampus should di-
rectly relate to behavioral measures of clustering. We selected the
modal hippocampal peak time (1300–1400ms; Fig. 3) as our interval
of interest. For each participant, we extracted hippocampal HFA dur-
ing this interval across all encoding trials and correlated the average
signal with each participant's temporal difference score. We found a
significant positive correlation (r = .38, p = .002) whereby in-
creased HFA in the hippocampus was associated with increased tem-
poral clustering (Fig. 4). There was no correlation with the median
peak time (r = .03, p = .83).
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Fig. 4. Relation between hippocampal activation and temporal difference score. For
eachparticipant, we calculated the average high gamma Z-power across all encoding trials
specifically for the late, 1300–1400 ms post-stimulus interval in hippocampus, as this
interval was the modal peak time across participants (see Results and Fig. 3). We found
a significant positive correlation between late hippocampal activation and temporal
difference score (each point is a participant).
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Discussion

The goal of the current studywas tomeasure the neural correlates of
memory encoding as they relate to subsequent clustering. Our study
demonstrates three key findings. First, there is a subsequent clustering
effect (SCE) whereby high frequency activity (HFA) in the left inferior
frontal gyrus (LIFG), left inferior temporal lobe (LIT), and hippocampus
is greater for subsequently clustered compared to subsequently
recalled, but not clustered items. Second, clustering related HFA
increases in LIFG precede those in the hippocampus, and the hippocam-
pal SCE is specific to the post-stimulus interval. Finally, HFA in the hip-
pocampus during the late interval (1300–1400 ms) across all encoding
trials positively correlates with behavioral measures of clustering. To-
gether, these results suggest that the core memory network is not sim-
ply driven by a mnemonic attentional signal and that item-to-context
binding in the hippocampus supports successful memory formation.

We found increased HFA across the core memory network (Kim,
2011) for the encoding of items subsequently clustered compared to
items subsequently recalled but not clustered. Though classic memory
analyses (Wagner et al., 1998; Kim, 2011; Burke et al., 2014) have
shown region-specific activation increases by comparing subsequently
remembered and forgotten items, this activation need not be a memory
signal per se. By directly comparing items based on how they were
recalled, instead of whether they were recalled, we were able to relate
the SME to a memory-specific mechanism of contextual encoding.
Although there is a wealth of evidence showing that hippocampus is in-
volved in both associative (Davachi andWagner, 2002; Kirwan and Stark,
2004;Mayes et al., 2007;Mitchell and Johnson, 2009) and ordermemory
(Jenkins and Ranganath, 2010; Ezzyat and Davachi, 2014; Davachi and
DuBrow, 2015), previous studies have assessed encoding differences be-
tween items by explicitly manipulating task demands at either encoding
or retrieval. An open question is whether the samemechanisms support
memory formation when there are no requirements to encode or re-
trieve associations, as such demands could induce explicit strategy use
which might obscure other processes (Carr et al., 2010). Without using
an associative encoding or retrieval task, our results show that HFA in
the SME network increases with effective contextual encoding, suggest-
ing that hippocampus may readily associate items and contexts even in
the absence of explicit task demands (Eichenbaum, 2004).

We found evidence that clustering related HFA increases in LIFG
precede those in hippocampus. Substantial evidence has shown that
LIFG engages in controlled retrieval, semantic elaboration and selection
processes (Demb et al., 1995; Thompson-Schill et al., 1999; Badre and
Wagner, 2007; Martin, 2007). Furthermore, communication between
prefrontal and medial temporal lobe cortex has been shown to support
memory formation (Dickerson et al., 2007; Preston and Eichenbaum,
2013). In our study, an encoding item's pre-existing associations could
be retrieved by LIFG and integrated with the current context represen-
tation (Polyn and Kahana, 2008; Lenartowicz et al., 2010; D'Ardenne
et al., 2012). This context representation would then be bound to the
current encoding item by the hippocampus (Ranganath, 2010; Libby
et al., 2014). Although we found early LIFG HFA increases, previous
work (Burke et al., 2014) has suggested that late HFA increases in LIFG
might retrieve or select stimulus-relevant information in the service of
itemmemory (Blumenfeld andRanganath, 2007; Kim, 2011). Therefore,
the relative time course of LIFG and hippocampus may dictate whether
or not an item is bound to its spatiotemporal context.

Finally, late hippocampal HFA is associated with the degree
to which a participant will consecutively recall study neighbors
during test. If late HFA in hippocampus is indicative of item-to-context
binding, aswe inferred from the time course of the SCE, then the amount
of late hippocampal HFA should directly relate to participants' tendency
to cluster responses during recall. We found that increases in late
(1300–1400 ms) hippocampal HFA are positively correlated with
temporal difference scores. This finding, coupled with the temporal dis-
sociation of SCE across regions, suggests that hippocampus engages in
item-to-context associative processes during encoding.

Twomajor questions not addressed by the present work include the
role of theta in contextual encoding and how HFA is modulated during
contextual retrieval. One may have made the a priori prediction that
theta (3–8 Hz)would show a reliable clustering effect. Thetamay signal
the on-line state of the hippocampus (Buzsáki, 2002), the theta phase
relates to long-term potentiation and may provide a temporal context
for events (Buzsáki, 2005; Hasselmo and Stern, 2014), and theta has
been implicated in tasks which manipulate context (Summerfield and
Mangels, 2005; Staudigl and Hanslmayr, 2013). Theta effects in the cur-
rent studymay be obscured by broad asynchronous power fluctuations.
The most consistent pattern associated with the SME is increased HFA
coupled with decreased low frequency activity (Burke et al., 2014;
Long et al., 2014); a somewhat similar pattern is present in the SCE as
well (see Fig. 2). Such a pattern may be indicative of a “general activa-
tion” mechanism as it is observed outside of the memory domain
(Crone et al., 2001;Miller et al., 2007; Jerbi et al., 2009) andmay obscure
narrowband theta signals. A promising future directionwill be to inves-
tigate not only narrowband effects, but to also assess the role of theta
phase in contextual encoding (Canolty et al., 2006; Axmacher et al.,
2006; Nyhus and Curran, 2010; Rutishauser et al., 2010; Lega et al., in
press) as there is compelling evidence that contextual mechanisms
may be supported by phase amplitude coupling between theta and
gamma frequencies (Staudigl and Hanslmayr, 2013).

Additionally, the current study focused on contextual processing as
an indicator of effective encoding based on predictions of context
models (Howard and Kahana, 2002; Polyn et al., 2009). Context models
also posit that context is reinstated during retrieval, a prediction
supported by recent neuro-imaging work showing evidence for
content and context reinstatement (Polyn et al., 2005; Manns et al.,
2007; Manning et al., 2011, 2012; Morton et al., 2013; Miller et al.,
2013; Yaffe et al., 2014; Staudigl et al., 2015). A critical open question
is how the univariate HFA increases observed here manifest during re-
trieval and how HFA increases interact with multivariate representa-
tions of items and context. One prediction is that HFA may increase
prior to clustering at retrieval, and that HFA signals may be correlated
with the amount of similarity between encoding and retrieval patterns.

Conclusion

We have demonstrated that HFA increases as a function of effective
contextual encoding, whereby subsequently clustered items show the
greatest HFA. Additionally, we have shown that the SCE dissociates across
time and regionswith the SCE in LIFG preceding the SCE in hippocampus.
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This result supports the hypothesis that prefrontal cortex retrieves or se-
lects contextual information and that the hippocampus associates items
with this contextual representation. Finally, we have shown that late hip-
pocampal HFA correlates with participants' tendency to consecutively re-
call study neighbors. Together, these results suggest that HFA increases
observed in the SME network are likely the result of contextual encoding
and that this contextual encoding directly supports successful memory
formation.
Acknowledgments

We thank Erin Beck for help with data collection and Youssef Ezzyat,
Karl Healey, Max Merkow, and Ashwin Ramayya for helpful discussion
and input. This work was supported by National Institutes of Health
grant number MH055687.

Conflict of interest

The authors declare no competing financial interests.
References

Axmacher, N., Mormann, F., Fernández, G., Elger, C.E., Fell, J., 2006. Memory formation by
neuronal synchronization. Brain Res. Rev. 52, 170–182.

Badre, D., Wagner, A., 2007. Left ventrolateral prefrontal cortex and the cognitive control
of memory. Neuropsychologia 45, 2883–2901.

Blumenfeld, R., Ranganath, C., 2007. Prefrontal cortex and long-term memory encoding:
an integrative review of findings from neuropsychology and neuroimaging. Neurosci-
entist 13, 280–291.

Brown, S., Conover, J., Flores, L., Goodman, K., 1991. Clustering and recall: do high
clusterers recall more than low clusterers because of clustering. J. Exp. Psychol.
Learn. Mem. Cogn. 17, 710–721.

Burke, J.F., Zaghloul, K.A., Jacobs, J., Williams, R.B., Sperling,M.R., Sharan, A.D., Kahana, M.J.,
2013. Synchronous and asynchronous theta and gamma activity during episodic
memory formation. J. Neurosci. 33, 292–304.

Burke, J.F., Long, N.M., Zaghloul, K.A., Sharan, A.D., Sperling, M.R., Kahana, M.J., 2014.
Human intracranial high-frequency activity maps episodic memory formation in
space and time. NeuroImage 85 (Pt. 2), 834–843.

Buzsáki, G., 2002. Theta oscillations in the hippocampus. Neuron 33, 325–340.
Buzsáki, G., 2005. Theta rhythm of navigation: link between path integration and land-

mark navigation, episodic and semantic memory. Hippocampus 15, 827–840.
Canolty, R.T., Edwards, E., Dalal, S.S., Soltani, M., Nagarajan, S.S., Kirsch, H.E., …, Knight,

R.T., 2006. High gamma power is phase-locked to theta oscillations in human neocor-
tex. Science 313, 1626–1628.

Carr, V.A., Rissman, J., Wagner, A.D., 2010. Imaging the humanmedial temporal lobe with
high-resolution fMRI. Neuron 65, 298–308.

Crone, N.E., Boatman, D., Gordon, B., Hao, L., 2001. Induced electrocorticographic gamma
activity during auditory perception. Clin. Neurophysiol. 112, 565–582.

D'Ardenne, K., Eshel, N., Luka, J., Lenartowicz, A., Nystrom, L.E., Cohen, J.D., 2012. Role of
prefrontal cortex and the midbrain dopamine system in working memory updating.
Proc. Natl. Acad. Sci. 109, 19900–19909.

Davachi, L., DuBrow, S., 2015. How the hippocampus preserves order: the role of predic-
tion and context. Trends Cogn. Sci. 19, 1–8.

Davachi, L., Wagner, A.D., 2002. Hippocampal contributions to episodic encoding: insights
from relational and item-based learning. J. Neurophysiol. 88, 982–990.

Demb, J.B., Desmond, J.E., Wagner, A.D., Vaidya, C.J., Glover, G.H., Gabrieli, J.D.E., 1995.
Semantic encoding and retrieval in the left inferior prefrontal cortex: a functional
MRI study of task difficulty and process specificity. J. Neurosci. 15, 5870–5878.

Dickerson, B., Miller, S., Greve, D., Dale, A., Albert, M., Schacter, D., Sperling, R., 2007.
Prefrontal-hippocampal-fusiform activity during encoding predicts intraindividual
differences in free recall ability: an event-related functional-anatomic MRI study.
Hippocampus 17, 1060–1070.

Eichenbaum, H., 2004. Hippocampus: cognitive processes and neural representations that
underlie declarative memory. Neuron 44, 109–120.

Ezzyat, Y., Davachi, L., 2014. Similarity breeds proximity: pattern similarity within
and across contexts is related to later mnemonic judgments of temporal proximity.
Neuron 81, 1179–1189.

Gold, C., Henze, D., Koch, C., Buzsaki, G., 2006. On the origin of the extracellular action
potential waveform: a modeling study. J. Neurophysiol. 95, 3113–3128.

Hasselmo, M.E., Stern, C.E., 2014. Theta rhythm and the encoding and retrieval of space
and time. NeuroImage 85, 656–666.

Howard, M.W., Kahana, M.J., 2002. A distributed representation of temporal context.
J. Math. Psychol. 46, 269–299.

Howard, M.W., Youker, T.E., Venkatadass, V., 2008. The persistence of memory: contiguity
effects across hundreds of seconds. Psychon. Bull. Rev. 15, 58–63.

Jenkins, L.J., Ranganath, C., 2010. Prefrontal and medial temporal lobe activity at encoding
predicts temporal context memory. J. Neurosci. 30, 15558–15565.
Jerbi, K., Freyermuth, S., Minotti, L., Kahane, P., Berthoz, A., Lachaux, J., 2009. Watching
brain TV and playing brain ball: exploring novel BCI strategies using real-time analy-
sis of human intracranial data. Int. Rev. Neurobiol. 159–168.

Kahana, M.J., 1996. Associative retrieval processes in free recall. Mem. Cogn. 24, 103–109.
Kim, H., 2011. Neural activity that predicts subsequent memory and forgetting: a meta-

analysis of 74 fMRI studies. NeuroImage 54, 2446–2461.
Kirwan, C.B., Stark, C.E., 2004. Medial temporal lobe activation during encoding and

retrieval of novel face-name pairs. Hippocampus 14, 919–930.
Lega, B.C., Jacobs, J., Kahana, M.J., 2011. Human hippocampal theta oscillations and the

formation of episodic memories. Hippocampus 22, 748–761.
Lega, B., Burke, J., Jacobs, J., Kahana, M., 2015. Slow-Theta-to-Gamma Phase–Amplitude

coupling in human hippocampus supports the formation of new episodic memories.
Cereb. Cortex (in press).

Lenartowicz, A., Escobedo-Quiroz, R., Cohen, J.D., 2010. Updating of context in working
memory: an event-related potential study. Cogn. Affect. Behav. Neurosci. 10, 298–315.

Libby, L.A., Hannula, D.E., Ranganath, C., 2014.Medial temporal lobe coding of item and spatial
information during relational binding in workingmemory. J. Neurosci. 34, 14233–14242.

Long, N.M., Burke, J.F., Kahana, M.J., 2014. Subsequent memory effect in intracranial and
scalp EEG. NeuroImage 84, 488–494.

Manning, J.R., Polyn, S.M., Baltuch, G., Litt, B., Kahana, M.J., 2011. Oscillatory patterns in
temporal lobe reveal context reinstatement during memory search. Proc. Natl.
Acad. Sci. U. S. A. 108, 12893–12897.

Manning, J.R., Sperling, M.R., Sharan, A., Rosenberg, E.A., Kahana, M.J., 2012. Spontaneously
reactivated patterns in frontal and temporal lobe predict semantic clustering during
memory search. J. Neurosci. 32, 8871–8878.

Manns, J.R., Howard, M.W., Eichenbaum, H., 2007. Gradual changes in hippocampal
activity support remembering the order of events. Neuron 56, 530–540.

Martin, A., 2007. The representation of object concepts in the brain. Psychology 58, 25–45.
Mayes, A., Montaldi, D., Migo, E., 2007. Associative memory and the medial temporal

lobes. Trends Cogn. Sci. 11, 126–135.
Miller, K.J., Leuthardt, E.C., Schalk, G., Rao, R.P.N., Anderson, N.R., Moran, D.W., …,

Ojemann, J.G., 2007. Spectral changes in cortical surface potentials during motor
movement. J. Neurosci. 27, 2424–2432.

Miller, J.F., Neufang, M., Solway, A., Brandt, A., Trippel, M., Mader, I., …, Schulze-Bonhage,
A., 2013. Neural activity in human hippocampal formation reveals the spatial context
of retrieved memories. Science 342, 1111–1114.

Mitchell, K.J., Johnson, M.K., 2009. Source monitoring 15 years later: what have we
learned from fMRI about the neural mechanisms of source memory? Psychol. Bull.
135, 638–677.

Morton, N.W., Kahana, M.J., Rosenberg, E.A., Sperling, M.R., Sharan, A.D., Polyn, S.M., 2013.
Category-specific neural oscillations predict recall organization during memory
search. Cereb. Cortex 23, 2407–2422.

Nunez, P.L., Srinivasan, R., 2006. Electric Fields of the Brain. Oxford University Press, New York.
Nyhus, E., Curran, T., 2010, June. Functional role of gamma and theta oscillations in

episodic memory. Neurosci. Biobehav. Rev. 34, 1023–1035.
Paller, K.A., Wagner, A.D., 2002. Observing the transformation of experience into memory.

Trends Cogn. Sci. 6, 93–102.
Polyn, S.M., Kahana, M.J., 2008. Memory search and the neural representation of context.

Trends Cogn. Sci. 12, 24–30.
Polyn, S.M., Natu, V.S., Cohen, J.D., Norman, K.A., 2005. Category-specific cortical activity

precedes retrieval during memory search. Science 310, 1963–1966.
Polyn, S.M., Norman, K.A., Kahana, M.J., 2009. A context maintenance and retrieval model

of organizational processes in free recall. Psychol. Rev. 116, 129–156.
Preston, A.R., Eichenbaum, H., 2013. Interplay of hippocampus and prefrontal cortex in

memory. Curr. Biol. 23, R764–R773.
Ranganath, C., 2010. A unified framework for the functional organization of the medial tem-

poral lobes and the phenomenology of episodic memory. Hippocampus 20, 1263–1290.
Rutishauser, U., Ross, I., Mamelak, A., Schuman, E., 2010. Human memory strength is pre-

dicted by theta-frequency phase-locking of single neurons. Nature 464, 903–907.
Schwartz, G., Howard, M.W., Jing, B., Kahana, M.J., 2005. Shadows of the past: temporal

retrieval effects in recognition memory. Psychol. Sci. 16, 898–904.
Sederberg, P.B., Gauthier, L.V., Terushkin, V., Miller, J.F., Barnathan, J.A., Kahana, M.J., 2006.

Oscillatory correlates of the primacy effect in episodic memory. NeuroImage 32,
1422–1431.

Sederberg, P.B., Miller, J.F., Howard, W.H., Kahana, M.J., 2010. The temporal contiguity
effect predicts episodic memory performance. Mem. Cogn. 38, 689–699.

Staudigl, T., Hanslmayr, S., 2013. Theta oscillations at encoding mediate the context-
dependent nature of human episodic memory. Curr. Biol. 23, 1–6.

Staudigl, T., Vollmar, C., Noachtar, S., Hanslmayr, S., 2015. Temporal-pattern similarity
analysis reveals the beneficial and detrimental effects of context reinstatement on
human memory. J. Neurosci. 35, 5373–5384.

Summerfield, C., Mangels, J.A., 2005. Coherent theta-band EEG activity predicts item-
context binding during encoding. NeuroImage 24, 692–703.

Thompson-Schill, S.L., D'Esposito, M., Aguirre, G.K., Farah, M.J., 1997, Dec. Role of left
inferior prefrontal cortex in retrieval of semantic knowledge: a reevaluation. Proc.
Natl. Acad. Sci. U. S. A. 94, 14792–14797.

Thompson-Schill, S.L., D'Esposito, M., Kan, I.P., 1999. Effects of repetition and competition
on activity in left prefrontal cortex during word generation. Neuron 23, 513–522.

Thompson-Schill, S.L., Bedny, M., Goldberg, R., 2005. The frontal lobes and the regulation
of mental activity. Curr. Opin. Neurobiol. 15, 219–224.

Wagner, A.D., Schacter, D.L., Rotte, M., Koutstaal, W., Maril, A., Dale, A.M.,…, Buckner, R.L.,
1998. Building memories: remembering and forgetting of verbal experiences as
predicted by brain activity. Science 281, 1188–1191.

Yaffe, R.B., Kerr, M.S., Damera, S., Sarma, S.V., Inati, S.K., Zaghloul, K.A., 2014. Reinstate-
ment of distributed cortical oscillations occurs with precise spatiotemporal dynamics
during successful memory retrieval. Proc. Natl. Acad. Sci. 111, 18727–18732.


